Proceedings in
¢ MANUFACTURING
] SySTEMS Proceedings in Manufacturing Systems, Volume Tidgs 2012 ISSN 2067-9238

APPLICATION OF MODELING TOOLSIN MANUFACTURING TO IMPROVE
QUALITY AND PRODUCTIVITY WITH CASE STUDY

Mahesh B. PARAPPAGOUDAR", Pandu R. VUNDAVILLI?

Y Principal & Ph.D., Professor in Mechanical EngimegiDept, CSIT, Durg (C.G), India
2 Ph.D, Professor & Head, Mechanical EngineeringtDiC College of Technology, Kanchikacherla, ARdia

Abstract: The productivity improvement, especially in the ofacoturing industries helps to reduce the
cost and further it assists the firms to be contipetin the market. One of the tools which helpitits-

tries to reduce cost, manufacturing lead time antkdtive products is process modeling. Hence, the p
sent day’'s need of the market to achieve the qualih the reduction in cost is possible with tiffective
utilization of modeling tools. Many modeling anichglation tools are available to simulate manufaetu

ing processes. In the present paper, both conveaiti@gression tools (Design of Experiments, Respon
Surface Methodology) as well as un-conventionaleting tools based on Neural Networks (Back Prop-
agation Neural Network and Genetic-Neural Netwate discussed. All manufacturing processes can be
represented as multi input multi output systens itnportant to understand the influence of process
iables and establish input-output relationshipssige of Experiments combined with Response Surface
Methodology is a powerful statistical tool to aredythe influence of process variables and establish
curate input-output relationships. The requiremehtanufacturing processes is to know a set ofgesc
variables, which will result in desired output (Rese mapping). However, most of the times thesstati
cal tools fail in reverse mapping. Hence, the useoft computing based Neural Network, Genetic Algo
rithm, Fuzzy Logic and their different combinatiazen be successfully used in reverse mappings. The
application of these tools is illustrated with thelp of a case study.
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1. INTRODUCTION method of establishing the relationships. This tdlp to
identify the sensitivity of process variables asthblish
better control over the process.

Design of experiment with response surface method-
ology (one of the regression methods using stedisti
tools) provides with a very good analysis and meci
input-output relationships. In a multi-input muttikput
system, there may be either the linear or non-fimgaut-

The main objective of any manufacturing process is
to produce good quality product at a low cost antha
right time. This objective can be achieved by mizing
the incidence of the product defects. To reducedire
fects, one should have sound knowledge of the peoce
through which the products are made. The manufactur

process involves a number of stages, dependinghen t . . o
type of manufacturing process. For example theirgpst output relatlonshlp_for the responses. The majquire-
process involves pattern making, mould preparation,ment .O.f the_modellng approach is to have _well-dm‘m
melting and pouring. Many a times the control ofma quantifiable input variables and the well-definedasur-
facturing process is difficult due to the large memof  aPle response (output). _ _
variables associated with it. Hence, modeling tawia In conventional statistical regression analysisaof
be successfully applied to improve the quality eedlice  SyStém, only one response can be determined ates i
the cost of manufacturing. as the function of input process parameters. Howeéwe
Modeling of the physical system means identifying, & Multi-input and multi-output system, all the auttpare
establishing and analyzing the input-output retatiips ~ t0 be determined simultaneously and there might be
of the system. In other words, once the model iabes Some dependency among themselves. Thus, the above
lished with the help of planned experiments, jigssible ~ approaches are unable to capture the physics dythe
to know the quantitative change in the responseegal tem fully. These approaches can solve the probleins
when the independent variables are changed fronseine forward mapping (that is, to predict the resporfsesa
of values to another set without conducting thd exa  set of input process parameters). However, they mody
periments. Regression analysis is the most commoie able to solve the problems of reverse mapphag (s,
to determine the process parameters to ensure af set
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(C.G) - 491001 - India lems may be solved using soft computing-based model
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binations have been used by many researchers ielmod
ing manufacturing processes.

Many researchers are working on the application of

above discussed modeling tools to analyze and lesttab
input-output relations in manufacturing processEse
literature shows the application of the above dised
modeling tools in manufacturing processes, namedy m
chining, forming, casting etc {B].

2. MODELING APPROACHES

Conventional modeling tools-based on Design of Ex-

periments, Response Surface Methodology and Uncons.

ventional modeling tools based on Neural Network
(BPNN and GA-NN) have been discussed in the follow-
ing subsections

2.1. Conventional regression analysis method (design
of experimentsand response surface
methodology)

Statistically designed experiments are outstanding
comparison with the conventional engineering experi
mental approach of varying one variable at a tifrtee
most important advantage of statistical Design xjet-
iment (DOE) lies in the fact that several variabtes
simultaneously studied for a more complete insigt
the combined effects of the factors on the respansier
investigation. The experiments usually involve egéa
number of variables. The well-planned statistically-
signed experiment requires a less number of exgertisn
compared to the conventional engineering experiatent
approach.
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test of significance possible by providing an eatin

of experimental error. It also makes the statittiest

more sensitive and increases the precision.

Develop the design matrix based on the number of

variables and their levels chosen.

Conduct the experiments with the input variable

combinations as per the design matrix and recazd th

corresponding response values.

Use response surface methodology to develop linear

or non-linear input output relationships (depending

the number of levels of the input variables andgies

matrix).

Check the statistical adequacy of the model through

significance test, ANOVA test and coefficient of-de

termination (that is, Rvalue).

Analyze the effect of variables on the responsdb wi

the help of effects plot (linear models) and swfac

plots (non-linear models).

7. Test the performance (practical suitability) of the
developed models using some test cases.

The more important practical requirement is to obta
the combination of input variables that will produthe
desired output, that is, the back prediction. Thekb
prediction using statistical regression was atteehgiy
Lee and Rhee [6] to predict the process paraméters
welding. The use of statistical regression methmoback
prediction requires the transformation matrix to &e
square one, so that its inverse can be determhied-
ever, it is possible, when we consider only theedin
terms leaving all interaction terms in the regressqua-
tion. In most of the situations, leaving all théeiraction
terms may lead to imprecise input-output relatigmsh

2.

3.

6.

Regression analysis is the most common method ofn short, a statistical regression model provideth \&

establishing the relationships. Design of experinvath

scope to perform very good analysis. However, thase

response surface methodology (one of the regressiotp be a separate model for each of the outputsfasca

methods using statistical tools) provides with ay\good
analysis and precise input-output relationshipse Tbn-
ventional statistical regression analysis basecd dde-
sign of Experiments (DOE) provides a very good wnde
standing of the effect of input variables on thspanses
of a physical system. Moreover, the input-outpua-re
tionships developed in this method yield accurataiits

tion of input variables. Therefore, the dependeampng

the outputs, if any, will be lost. Moreover, thechare-

diction may be difficult to obtain in statisticagression
analysis. These problems may be solved using soft ¢
puting-based modeling techniques

2.2. Neural network-based modeling approaches

and the regression models can be used to predict th Artificial neural networks are excellent tools irodi

responses for a set of input variables.

Statistical Design of Experiment (DOE) refers te th
process of planning the experiment, so that ancgpr
ate set of data can be collected and analyzed ubking
statistical methods for drawing inferences on thgut-
output relationships. It is an efficient technicieeesti-
mate the effects of several variables simultangousl
Each experimental design will contain a group gfex
imental runs. Optimizing a product or process desig
means determining the best architecture, levetoofrol

eling the complex manufacturing processes. Moghef
times, these techniques have proved better thaodhe
ventional modeling tools. An Artificial Neural Nebrk
(ANN) is an interconnected network of many simple
processing units, which are analogous to the bicédg
neurons in the human brain. ANN is an information-
processing paradigm inspired by the way the densely
interconnected, parallel structure of the mammaiain
processes information. It is composed of a largaber

of highly interconnected processing elements thrat a

factors and tolerances. The DOE combined with theanalogous to neurons and are tied together withyhved

Response Surface Methodology (RSM) is a powerful
statistical tool to develop the input-output redaships.
The RSM is an empirical modeling approach using{ol
nomials as the local approximations to the trueuinp
output relationships. The statistical regressioalysis
based on DOE consists of the following step$]4
1. Identify the important process parameters (input-va
ables) and their feasible upper and lower limite- D
cide on the number of replicates. Replicates mhke t

connections that are analogous to synapses.

2.2.1. Back-propagation neural network. With the
fixed topology, specifying the weights of a neunai-
work can be seen as an optimization process wigh th
goal to find a set of weights that minimizes thenmek’s
error on the training set. Usually, the problemisoe
surface will be multi-dimensional and contains many
local minima. The most widely used algorithm foisth
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problem is the back-propagation algorithm, whichais 0E OE oY« 0Uk

local gradient search method. The back-propagaton MWk :N' ERE 3)
prone to get struck at the local minima, as it Isegchdi-
ent information. The success of back-propagatiothatke
depends on good, problem specific parameter setting
general, there are two different schemes for thmitrg
of neural network, namely incremental and batcintra

ing, depending on feeding of the training datainikere- 222 Genetic-Neural (GA-NN) System. The back-
mental training, the weights are updated for eamhing | ohagation algorithm works based on gradient-based

data set, whereas in case of batch mode of traitieg  5,50ach (i.e., steepest descent) and its solutiaysget
weights will be updated only after the entire setrain- 504 into the local minima. Hence, some good-sol

@ng data is passed through the net\{vqu. Incremena_tml- tions may be left out in the process. On the oltzard, a
Ing can be used for the online tralnln_g,_ wheredsird Genetic Algorithm (GA) carries out its search imuage
training uses the batch mode of training. BPNN algo space. Hence, the possibility of its solutions liming
rithm is based on steepest descent method to mz@imi yanheq into the local minima is less. Discontinsiéunc-
error. The performance of BPNN is based on natdire 04,ns could be handled easily using a GA, whereas a

input-output data. Further, huge input-output d&a a0k propagation algorithm may not train an NNthié

required for better training of Neural Network. threshold functions are not continuous becausagjitires
Figure 1 shows a feed-forward neural network. The, gerivative of the function. In GA-NN, the GA rapes

network is iteratively trained to reduce the mequased o back-propagation mechanism of learning. Thererr

error. The error function is the mean squared eraer which is caused due to the difference between ésiret

whereY, and U, represent the output and input, respec-
tively, of K" neuron lying on the output layer. Similarly,
the change in\|;] values can also be determined [7].

given below. output and actual output obtained from the NN, dd f
1 &aq back to GA in the form of its fithess and the wegybf
Minimize E = XN ZZE(T“ -0y)?, (1) the network are optimized to obtain the minimunoerr
X i=1 j=1

The complete set of weights for the network, adtbra

) function constants and bias values are coded ibitiey
whereT; andO; represent the target and predicted valuesgying An error function is used to evaluate tieeks of

of the responses, respectiveRyjndicates the number of - gach string. In successive generations of the @pror
responses antll represents the number of training sce- gction, crossover and mutation are performed ti-mi
narios. _ ) , mize the error.

Back-propagation algorithm (which works based ona  tpq GA-string will supply the weights, constants of

steepest descent method) with a momentum tenmill activation functions and bias values, whereas teral
be used to update the weights of the neural netwask onvork will compute the expected output. A typiGa-

given below. string is shown below:
oE
AW (t) = —n———(t) + a.AWi(t - 1), 2 ....10101001......
(1) = =)+ AW (-] (2  0001...0000101....10101001......101

-
Synaptic weights Bias Activaion functionoostant

wheren indicates the learning rate,represents the mo-

mentum constantt indicates the iteration number and 3. CASE STUDY

can be determined using the chain rule of differen Modeling and analysis Of. clay-bonded_ mouldmg sanq
AWk system (green sand moulding system) is considared i

tiation as given below. this case study. Conventional statistical regressioal-
yses as well as neural network-based models hage be
developed to establish the input-output relatiopshi
The quality of castings in a green sand mould is in
~ fluenced significantly by its properties, such agsem
g compression strength, permeability, mould hardnasd,
others, which depend on input parameters. Theioakat
> ships of these properties with the input parametiks
sand grain size and shape, binder, water etc.canplex
in nature.
The clay-bonded moulding sand system is represent-
ed as an input-output system as shown in Fig. 2 Th
> process parameters and their levels for the claygded
system are shown in Table 1.

3.1. Determination of permeability, green compres
sion strength, mould hardness and bulk density
The experiments were carried out to measure perme-
ability number, green compression strength, moualdih
ness and bulk density. The standard test specirfans
Fig. 1. Structure of neural network. cross-sectional areg, and height h) were prepared with

Hiddan fayer
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1. AFS grain

fineness number

2. % of clay

3. Clay-to-water
ratio

4, Number of
strokes

1. Permeability

Clay-bonded moulding 2. Green compression

.| sand system strength

(Green sand mould 3. Mould hardness

system)

4, Bulk density

Inputs Process Outputs

Fig. 2. Clay-bonded moulding sand system.

Table 1
Process parametersand their levels
5 Parameters Notation Levels
No (chor:)' P~ | cod- | Unco Hr:g l\gllg Low
ed ded -1
| ¢ | @ | Y
1 | AFSCGrain 1o 1 A | o4 | 73| 52
fineness no.
2 % of Clay % B 12 10 8
3 | Clay:Water| | . 3 | 225| 15
Ratio
No. of
4 strokes Xa D 5 4 3

different combinations of the variables and theirels
as per the 2-level full-factorial design, Centraimposite
design of experiments.

3.2. Conventional statistical regression models, anal-
yses and testing
The experimental data collected as per the DOE wa
utilized to develop the linear as well as non-linesyres-
sion models. The statistical adequacy of the deeslo

models was tested with the help of significance and

ANOVA tests. Moreover, the performance of the devel
oped models was tested with the help of test d8s&}.

3.2.1. Permeability. Linear regression model based on 2-
level full-factorial design and non-linear regressimod-
els based on central composite design have beesl-dev
oped for the response — permeability.

Linear model based on 2-level full-factorial design.
The linear regression model for the response — @&rm
bility with the parameters expressed in coded vatue
given below.

Pacte= 105 4@~ 1680+ BA— 223+ BIXe+ 35X+ 1060 +17966+  (4)
D Xu— 232X — 20 DEXeXs + 128 XX~ (O DN~ ED DX + 57 X XeXa

Main Effects Plot for Permeabilty Number
Data Means

A

N
N

94

Mean

52

C

1.5 3.0

Fig. 3. Main effect plot — permeability
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Figure 3 shows the graphical representation okthe
fects of main factors. From these figures, it liserved
that among the main factors GFN, percentage of ately
number of strokes is found to have negative effect,
whereas clay-to-water ratio has a small positivetriiou-
tion.

The input parameters are coded using the following
relationships:

_A-73 _C-225
21 075 1

where X3, X5, Xz and X4 represent the input parameters,
such as grain fineness numb&r% of clayB, clay-to-
water ratio C and number of strokBs respectively, in
the coded form. The response equation in the wmah f
can be written as follows:

Pract = 239835~ 23216A - 1851658 — 76943C — 451795D + 17920IAB+ 844065AC +
449427AD + 752983BC + 3883BD + 175023CD - 0.799412ABC - 038335ABD -
190059ACD - 17362BCD + 0.183894ABCD

_D-4

X » X

1 2 3 ’X4

®)

The advantage of using real form of the equation is
that the input parameters need not be converteteio
coded form to obtain the predicted value of thepoese.
However, the coefficients of the main and intexacti
terms will not provide the true picture of theirntobu-
tions. ANOVA test was conducted to check the adegua
of the developed linear model. The developed s=ipa
model is found to be statistically adequate. Siasib
adequacy is tested using T-test, ANOVA arfd/Rlue.

Non-linear model based on central composite de-
sign. Permeability of the green sand mould was ex-
pressed as the non-linear function of the inputcese
garameters (in coded form) as follows:
Peca= 7874 4714, - 129K, + 376X, — 2000, + 3B5707XZ + 180X - 2325 + 422X? + (6)
4829 X, + 3LAK X, + LMB3X, + 1785,X, + 397X, X, — 232X,

Significance test was conducted to examine theceffe
of different process parameters and their intepacti
terms on the said response.

The response equation can be written in the uncoded
form as follows:

Pei= 11983 190 3H@B+ 95T 1056+ 0072 + UHB? - 1. T% + 42D+ (7)
01JAB+02AC+ 052AD+ 11 BCH19BD-31CH

whereA, B, C, andD represent the input process parame-
ters - grain fineness number, % of clay, clay: wasio
and no. of strokes, respectively.

To determine input-output relationships in greemdsa
mould system, full-factorial design was adopted tfoe
linear modeling and two other techniques, namehtreé¢
composite design and Box-Behnken design were umed f
developing the non-linear models. The adequacyhef t
developed models has been checked statistically. To
validate the results of the developed models, tyent
randomly-generated test cases were passed and- devia
tions in prediction were determined. For each raspp
the predicted values using three different modelseh
been compared separately with their respectiveetarg
values. Moreover, three models were compared,ringe
of % deviation in prediction of different responses

In the neural network based forward mapping, mould
properties are expressed as the functions of ipaut
rameters, whereas attempts can also be made to dete
mine an appropriate set of input parameters, tarrena
set of desired properties, in reverse mappinghénpre-
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sent work, the problems related to both the forwasd

well as reverse mappings in green sand mould system Permeability
were tackled by using a back—propagation neural net - 149 o
work (BPNN) and a genetic—neural network (GA-NN). s 124
Batch mode of training had been provided to both th g 10/
networks with the help of one thousand data, g¢eédra gs 8
artificially from the regression equations obtaireadlier RS g |
by the authors. The performances of the developedi m % s 61
els had been compared among themselves for twenty 2 4
randomly-generated test cases. The results show tha 5 2 |
GA-NN outperforms the BPNN and that both the NN Z 0
szg(r:(t)i?/g?;s are able to carry out the reverse mgppin oD BPNN ‘ GA_NN‘
Fig. 4 compares the performances of two NN-based
approaches among themselves and with that of the co a
ventional regression analysis in terms of averdgelate
% deviation in prediction of the responses (Forward Green compression strength
Mapping).
The performances of NN-based approaches are found e 149
to be comparable with that of the conventionalistiatl s 121
regression analysis. It is to be noted that GA-N& h £ _ 104
performed better than the BPNN for all the respense %: 2 8-
could be due to the fact that the chance of BPNi¢-al i’: g 6 -
rithm for being trapped into the local minima is n@oas § S 4]
it works based on the principle of steepest desalgu- ; 2| H
rithm, whereas the chance of the GA-solutions fitigg z 0 ‘ ‘
struck at the local minima is less. It is also impot to CCD BPNN  GA-NN
mention that the performances of BPNN and GA-NN are
dependent on the nature of error surface to benmizeid b

during the training of the network. Further, theulés of
reverse mapping showed that the performance of GIA-N
was better than BPNN in predicting process paramete Hardness

Fig. 5 compares the performances of BPNN and GA- < 1:
NN, in terms of average of absolute % deviatiompiie- 2
diction of different process parameters (Reversgp-Ma 3 s 101
ping). It is important to note that GA-NN outpernfod ‘\Z 5 81
the BPNN in predicting all the parameters except th 45 8 61
number of strokes. The performances of the BPNN and 8% 4
GA-NN might be dependent on the nature of error sur ; 2|
face. The aim of reverse mapping is to determisaita- z ol M | 1
ble set of input process parameters, such thatsaede oD BPNN GA-NN
set of outputs can be obtained.
4. CONCLUSIONS ¢
The important modeling tools, namely, Statistiaal r Bulk density
gression models and Neural Net work-based modeis ha 14 -
been discussed in the present paper. The applicafio < 12
these tools is illustrated with the help of caselgt The %
followings conclusions have been made from thegires 3 s 101
work. o5 81
b 3 64
» Design of experiment combined with Response Sur- % = 4l
face Methodology can be successfully used to ana- kS
lyze the effect of independent variables and their- g 2
sitivity on the responses. Further the regressiod-m 0 —/———"—"=
els can be developed, which can be used to predict CCD  BPNN - GA-NN
the response (output) from the known input process
parameters. d

* More information can be obtained on the input-otitpu  Fig. 4, Comparison of the models in terms of average abesol
relationships with less number of experiments. This o deviation in prediction of the responsas: permeability;

will help to reduce manufacturing lead time and the p - green compression strength= mould hardness| — bulk
cost of trial runs. density.
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Fig. 5. Comparison of the models in terms of average absétudeviation in prediction of the process paramset
a - grain fineness numbép; — % of clay;c — % of water,d — number of strokes.

The important requirement of manufacturers is to
know the setting of input parameters for a setef d

sired output Reverse modeling). This can be suecesd?

fully achieved using soft-computing based modeling.

NN-based approaches can tackle the problems of both

forward as well as reverse mappings efficiently.
The literature shows there is a lot of scope inetlev

(4]

oping the above discussed models in manufacturing.

The application of these tools will help the indiest
to manufacture the product with higher efficiency.
The reverse mapping will help to establish on-line

(5]

control of the process where quick change in the pal€]

rameters can be made to get the desired output.
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